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学术论文

Limitations of existing machine learning approaches

Vesta: reusing knowledge by transfer learning

The core finding: knowledge across multiple frameworks

Model: Two-layer bipartite graph
Blue: source  Red: target

Solver: collective matrix factorization 

Improving application performance while reducing training overhead

Improving application performance: up to 51% Reducing 85% training overhead
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Selecting the best VM for multiple frameworks is challenging

Low-level metrics have high-level similarities (aka knowledge) across frameworks
blue areas in heat maps show that multi-framework applications have similar CPU and RAM requirements


