
• Classification comparisons to clarify the 
effectiveness of our proposed AT-MCAN:

• Studying the influences of the hyper-
parameters, as follows:

• The visualization of the features learned by 
AT-MCAN and other compared methods:
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Motivation

学术论文

• The second-order statistic matters in 
transfer learning

• Exploring the unlabeled data in the target 
domain is valuable

Conventional adversarial domain adaptation (ADA) methods learn representations with 
strong transferability by eliminating the the Wasserstein distance-based discrepancy between 
the probability distributions of the source and the target domains and train the classifier only 
from the source domain data. We propose a novel method called auxiliary task guided mean 
and covariance alignment network (AT-MCAN) to take the second-order statistics 
differences into consideration and employ the data from both domains on training by 
introducing an auxiliary clustering task to the target domain.

Fig. 1. The framework of AT-MCAN. First, 
AT-MCAN maps the data of the two domains 
to the latent space. Then, based on the feature 
representation of the latent space, AT-MCAN 
learns the classifier by minimizing clustering 
loss and cross-entropy loss, and aligns the 
distribution of the two domains by 
minimizing the proposed metric.

Methodology
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TL;DR

• The proposed metric based on mean and 
covariance. 
• For gaining the first-order statistics, we 

avails of the Warsserstein distance-
based discrepancy between 
distributions:

• To take the second-order statistics into 
consideration, based on k orthogonal 
projection directions, we define a 
distance to maximize the discrimination 
between two domains:

Contribution
• We propose a new discrepancy metric 

be tween distributions that incorporates 
both the first-order and second-order 
statistics.

• We inroduce an auxiliary clustering task 
for the target domain to enhance the 
learned representations' discriminability.

• We provide theoretical analysis on the 
generation bound of the proposed metric 
and prove that introducing the auxiliary 
clustering task can promote the alignment 
between the label distributions of the 
source and target domains.

• The auxiliary clustering task guided 
classifier.

• We denote the clustering function by ςclu, 
and the objective function is defined as:

Comparisons


