
Methods

Abstract
Short text clustering is challenging in NLP. 
In this paper, fused multi-embedded 
features are employed. Then, a denosing 
autoencoder(DAE) with an attention layer 
is adopted to extract low-dimensional 
features. Furthermore, we propose a 
novel distribution estimation to better fine-
tune the encoder. Combining the above 
work, we propose a deep multi-embedded 
self-supervised model (DMESSM). Our 
method outperforms the state-of-the-art 
methods on 4 benchmark datasets. 
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Introduction
• Traditional clustering algorithm such as Kmeans can 

be applied on short text vector representations. 
Besides, topic models and neural networks are 
recently widely used in short text clustering.

• We focus on neural networks. Static embedding 
and dynamic embedding are fused to express short 
texts better. We add an attention block on DAE, 
thus the model can output the important low-
dimensional features. We propose a new target 
distribution which can better preserve the order of 
soft assignment than before and enhance the 
clustering.

Conclusion
• Our model DMESSM starts from an unsupervised method using SIF and SBERT, then does iterative 

clustering by using a denoising autoencoder and a clustering layer.
•  We improve the target distribution of short text clustering.
• The experimental study shows that our model can reach the most advanced level on multiple datasets.

Results

• (a)Combine many different embeddings into 
a multi-embeddings to express short texts.

• (b)Pretrain a denoising autoencoder with an 
attention block. 

• (c)Copy the encoder and do self-supervised 
clustering.

Given a multi-embeddings x, we add White Gaussian 
Noise to get x_noise as the input. The encoder which 
includes a FNN and a self-attention layer maps 
x_noise to a low-dimensional representation coder. 
Then the decoder reconstructs an input x_re. We 
choose the MSE as the loss function.

Self-Supervised Iterative Clustering

Our model has achieved 
the best results on 
datasets of different sizes 
and categories, showing 
its superiority.


