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学术论文

Knowledge-Enhanced Domain Adaptation 
in Few-Shot Relation Classification

Motivation
• Challenges of Relation Classification (RC)

• The emergence of new relation types
• Domain-specific annotated data are hard to access
• The distant supervision brings a lot of noises

�Regarding the RC task as a Few-Shot Learning problem
� Promising results in the general domain
� Poor domain adaptability

Main Ideas
1. Using open knowledge graphs (KGs) directly in downstream tasks
2. Utilizing the lightweight concept-level instead of the entity-level KGs
3. Summarizing the global semantics of relation types in addition to the 
instance-level knowledge enhancement
4. Treating the manner of using KGs as a kind of meta-information that can 
be transferred across tasks, even across domains

Table 1. Examples of 2-way 1-shot RC tasks

Proposed Model KEFDA

• Knowledge Enhancement Module
• Entity-level enhancement
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• Concept-level enhancement

• ��: Concept set for entity �� through concept linking
• ���: Concept feature
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• Prototypical Network[1]

• ��: Support set
• ��: Prototype (knowledge-enhanced relation type embedding)
• ��: Knowledge-enhanced query instance embedding
• ��: Indicator of whether the relation � is the ground-truth result
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Instance Matching Implicit Relation Matching• Relation-Meta Learner
• Concept-pair-specific relation meta ��
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• Instance-specific relation meta ��
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• Relation-specific relation meta ��
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• Relation-Meta Updater (Inspired by MetaR[2])
• Use gradient meta to make rapid corrections to the learned 
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• Calculate the total loss upon query instance
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• Dataset: FewRel 2.0 Domain Adaptation (DA) challenge[3]

• KGs: WikiData (general domain), UMLS (medical domain)

• As the leading approach in the challenge, KEFDA dramatically 
improves the classification accuracy for all settings. It raises GTP, 
the best model so far except ours, by 6.63% on average

Experiments

Applications
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•  The performance drops with the absence of each feature
•  Concept features are most effective and significant
•  Simple KG encoder which can handle multi-relational edges is better 

New Knowledge Extraction: Discovering up-to-date knowledge from 
professional unstructured data which are updated and evolving over time
Knowledge Graph Updating: Updating existing KGs gradually and 
automatically based on domain-specific texts


