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学术论文

近些年基于AFL （American Fuzzy Lop，
美国垂耳兔）形成了一系列的改进工具。

AFL增加了覆盖率反馈，通过维护了一个测
试用例队列保留能够引起路径变化的测试用例，
并对其中更有潜力的测试用例赋予高优先级。

代码覆盖率反馈并不是完美的。比如AFL
并不区分左图更具危险性的a分支；也会陷入

右图b’的伪造分支中。可见，对于不同路径
应该进行区分并倾向于危险性更高的路径。

Coverage feedback

我们增加了覆盖率审计信息，包括危险函
数信息（函数级）、复杂代码结构信息（基本
块级）和敏感指令信息（指令级），用于挑选
更有潜力的测试用例。

我们的工具命名为

TortoiseFuzz，取自
“龟兔赛跑”的故事，希
望我们的“乌龟”能够跑
赢这些“美国垂耳兔”。

开源工具地址：https://github.com/TortoiseFuzz/TortoiseFuzz

我们共发现了20个0day漏洞（如左图）。在
30款真实程序组成的测试集上和6款最近的模糊
测试工具进行了对比。结果显示，我们的工具在

漏洞挖掘数量方面（下方左图）、内存消耗
方面（下方中图）和Anti-Fuzzing技术对抗
方面（下方右图）具有明显优势。


