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Out-of-Distribution Detection through 
Relative Activation-Deactivation Abstractions 

 Motivation

• A deep learning model will anyway classify an input to
a category that the model is trained for.

• But predicting a picture of a hand-written character to a
digital category is totally wrong.

• Out-of-Distribution (OOD) detection aims to detect
such an OOD input (if any).

 Our Method
Output Distribution of A Neuron

• Indeed, a neuron may output a relatively greater or
less value for certain categories than for others.

Relative Activation-Deactivation Abstractions
• Neurons can be abstracted into three states under any 

input: relative strongly activated, relatively non-
selective, and relative strongly deactivated. 

• Then, the following three-valued function 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎: ℝ →
−1, 0, 1 uniformly abstracts the inference behavior 

on neuron 𝑛𝑛𝑖𝑖,𝑙𝑙 under input 𝑥𝑥 :

Re-AD
• The relative activation-deactivation abstractions (Re-AD)

are rather close to each other under the inputs of the same
categories, while far away from each other under the
inputs of different categories.

• An OOD input, of which the category is unknown to the
model, may lead the model to diverge from its Re-AD
abstraction patterns collected for the predicted category.

• A Boolean indicator for OOD detection can be formally
defined:

 OOD Detection

 Experimental Results

OOD Detection Type I
• Two datasets: one for training, the other for OOD detection.

OOD Detection Type II
• Splitting a dataset into two parts with different categories:

one for training and the other for OOD detection

Relative Activation & Relative Deactivation
• Let 𝜇𝜇𝑖𝑖,𝑙𝑙

− �𝑦𝑦 denote the average output of neuron 𝑛𝑛𝑖𝑖,𝑙𝑙 under
all the inputs 𝑥𝑥′ ∈ 𝐷𝐷 that is not classified into category
�𝑦𝑦 by model 𝑀𝑀, i.e.

• If 𝑜𝑜𝑜𝑜𝑎𝑎𝑖𝑖𝑙𝑙 𝑥𝑥 > 𝜇𝜇𝑖𝑖,𝑙𝑙
− �𝑦𝑦, neuron 𝑛𝑛𝑖𝑖,𝑙𝑙 is relatively activated.

• If 𝑜𝑜𝑜𝑜𝑎𝑎𝑖𝑖𝑙𝑙 𝑥𝑥 < 𝜇𝜇𝑖𝑖,𝑙𝑙
− �𝑦𝑦, neuron 𝑛𝑛𝑖𝑖,𝑙𝑙 is relatively deactivated.
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Fig. 1. Output Distributions of A Neuron (MNIST)

Relative Selectivity
• The relative selectivity 𝑟𝑟𝑎𝑎𝑖𝑖𝑙𝑙(𝑥𝑥) of neuron 𝑛𝑛𝑖𝑖,𝑙𝑙 under

input 𝑥𝑥 ∈ 𝐷𝐷 that is classified into category �𝑦𝑦 by model
𝑀𝑀 is defined as below:

where 𝜇𝜇𝑖𝑖,𝑙𝑙 is the average output of neuron 𝑛𝑛𝑖𝑖,𝑙𝑙 under
all the inputs 𝑥𝑥′ ∈ 𝐷𝐷.

Fig. 3. OOD Detector Fig. 4. GTSRB vs TinyImageNet

Fig. 5. Performance of OOD detection

Fig. 2. Relative Activation-Deactivation Abstractions

OOD Detection in Object Detection System
• When an object detection system trained in Cityscapes

dataset is applied in different weather conditions, the
wrong predictions can be well detected through Re-AD:

Fig. 6. Froggy Cityscapes

 Conclusion

Fig. 7. BDD100K

• We propose the notion of relative selectivity to equally
value the effects of both the activation and deactivation
behaviors of neurons.

• We present a Re-AD approach to represent the inference
behavior of the deep learning, and it is also an effective
solution for OOD detection.

• Experiments results show that Re-AD outperforms the
state-of-the-art OOD detection approaches in terms of
the AUROC and TPR performances, without adjusting
the input data or the model itself.
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