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学术论文

Introduction

⚫ Existing models often utilize either an utterance-to-utterance (U2U) 

prediction to determine whether two utterances that have the “reply-

to” relationship belong to one dialogue, or an utterance-to-thread 

(U2T) prediction to determine which dialogue-thread a given 

utterance should belong to. 

⚫ We propose MUIDIAL, a novel dialogue disentanglement model:

➢ We exploit the user intent in embedding each utterance;

➢ Inspired by mutual leaning, we utilize a mutual learning framework 

to train the model. 

Methodology

The categories of user-intents.

Experiments

Conclusion

⚫ We propose a novel intent-based dialogue disentanglement model MUIDIAL

⚫ We propose the dialogue disentanglement model with mutual learning framework, which enriches the utterance 

embedding with user intents.

⚫ The evaluations on four benchmark datasets show that our model outperforms the baselines by 5% on average.

Contribution of User Intent

⚫ The performance of intent 

classification is satisfactory

⚫ The contribution of user intent 

to MUIDIAL is positive.

Chosen of Hyperparameters

⚫ Intent Loss Weight α: 0.4

⚫ Mutual Loss Weight β: 0.3/0.4

⚫ Number of States K: 6/7

The detail of TBT.

• MUIDIAL achieves the best performance on all four metrics on average, improving by 4.07% (NMI), 4.17% (ARI), 

4.86% (F1), and 8.34% (DLD)


