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学术论文

Hand pose estimation plays a key role in many applications to 
support human computer interaction.
Existing methods usually use single depth as input, but estimations 
are not so satisfied due to viewpoint variations and self-occlusion.
The raw camera view may not be suitable for pose estimation, and 
finding a suitable virtual viewpoint to reproject a given single input 
depth may be critical for improving hand pose estimation 
performance. 

Motivation
We propose a new virtual multi-view hand 
pose estimation method to address viewpoint 
variation issues on single depth.
Our main contributions:
1. We propose a novel deep learning 

network to predict 3D hand pose 
estimation from single depth;

2. We then show that the view selection can 
be done efficiently without sacrificing 
runtime via network distillation;

3. Extensive experiments demonstrate that 
our method achieves the state-of-the-art.

Introduction
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Network Architecture

Our virtual view candidates are 25 uniformly-sampled views on a 
spherical surface.

The confidence network takes the high-level feature from pose 
estimation network as input and evaluates the confidence of each view 
through multi-head attention. We use the confidence as a weight to 
perform a weighted average of hand pose of each view to get the final 
output. The confidence network is optimized by supervising the final 
pose.

Virtual View and Confidence Generation

A lightweight network (ResNet-18 followed 
by a fully connected layer) will be distilled, 
which directly takes the original depth as 
input and predicts the confidence of all 
virtual views.

Selected views will be rendered to depth, and the 
estimated poses from these virtual views will be 
predicted and fused with view confidence to get 
the final pose.

Virtual Multi-view Hand Pose Estimation

Distillation of Confidence Network

Comparison with SOTA

Our network first generates the 
confidences of 25 uniformly-sampled 
virtual views. Then select Top-N 
views and render their depth. Finally, 
poses from these virtual views will be 
predicted, and we use a confidence-
based fusion to get the final pose.
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Ablation Study

Comparison of mean joint error (in mm) using uniform sampling and view 
selection. “UNIFORM” denotes using uniformly sampled views. “SELECT” 

denotes selecting views from 25 uniformly sampled views with the “teacher” 
confidence network. “LIGHT” denotes selecting views from 25 uniformly 

sampled views with the “student” lightweight confidence network.

Virtual multi-view, view selection and confidence-based 
pose fusion are all effective. 
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