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学术论文

Introduction
⚫ Code summarization models require large-scale and high-quality training datasets. To that end, 

multiple benchmark datasets for code summarization tasks have been constructed. Although these 

datasets are expected to be of good quality, noise is inevitable due to the differences in coding 

conventions and assumptions employed in modern programming languages and IDEs.

⚫ To investigate the aforementioned concerns of data quality for code summarization, we conduct a 

systematic study to assess and improve the quality of four widely-used benchmark datasets.

Experiments
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Finding 1: Noisy data extensively exist in the four  

benchmark datasets, ranging from 31.2% to 65.8%. 

Finding 2: Removing noisy data from the training set in the 

four datasets has a positive influence on the performance of 

the models (improving BLEU-4 by 21%-27%). 

Methodology

Impacts on the performance of models 

⚫ We propose a taxonomy of data preprocessing 

noises in four popularly used benchmark 

datasets for code summarization, which 

contains 12 different types of noise. 

⚫ We develop an automated data cleaning tool 

for code summarization datasets, which can 

help distill high-quality code-comment data. 

⚫ We perform a comprehensive assessment on 

data quality of datasets, which provides 

practical insights for future research. 

⚫ We conduct a comparative analysis on the 

performance of code summarization models, 

our results show that removing noises yields 

significant model perfomance improvement. 

Effectiveness Evaluation

Our code-comment cleaning tool can accurately filter 

noisy data, with all the F1 scores of over 90.0%
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