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Background & Motivation

* XML documents with corresponding schemas on the Web only account for 30.2%, with the
proportion of 24.5% for valid ones.

* We focus on the inference of disjunctive multiplicity schema (DMS).

* The central task of DMS inference 1s learning disjunctive multiplicity expression (DME). Previously,

DME learning has been studied from positive examples.

Contributions

* We devise an algorithm called iDME based on a genetic algorithm for learning DMEs from positive
examples S, and negative examples S_.

* We propose a new subclass that allows numeric occurrences called disjunctive generalized
multiplicity expressions (DGMEs). We provide an algorithm called iDGME for learning DGME:s.

* Results show that with only S, , our algorithm can learn a DME that accepts all positive examples.

And when given S, and S_, we can learn DMEs or DGMEs with high accuracy.
Approach: Based on Genetic Algorithms

» encoding: DME 7 = (¢pop, Myop, T) * m,,, mutate (iDME).
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Evaluation
Success rate on synthetic target DMEs under N .
different proportion of S, and S_. The learned DMEs of learneryyr & iDME.

No. # successes rate 1S4 | |S_| | X |S+] learnert, iDME K K
1 6 11.54% 25 0 100 (a*le) || (c’|d) || b* (a*e) || (cF|d) || b* 11
2 10 19.23% 50 0 5 500 (a*|c’|e”) || 67 || d° (a¥|ele®) || b || & 1 1
3 13 25.00% 75 0 1000 (a’|d*) || b* || e* || e (ald™) || b* || ¢ || e 11
4 20 38.46% 200 0 — - .

5 24 46.15% 250) 0 100 (a”[b*e” g™ R [e*|57) || d7 || e” || F° (a|6™lelgT[RT [T |5%) || a7 [ e || £ 1 1
6 25 AR.08% 300 0 10 500 (e”lg®[R*[*|57) || (a*[b*|d™) || e || £ (@™ |67 [e™|d”) || (e |g™|37) || (F7|R7[i%) 11
® k| E| gE| _*| p= * * - -x it T H g 4= %

- - - - - 1000 (@"15°[e"d"|e* 1) Il g* 1l A 1" ) 9 (@67 et 1) || (eF1g™13) 1| (FF 1) |l 2 11
8 16 30.77% 50 25 100 (d*|e*|l*|m*|n*|o™) || (f*|g*|i*|k*) || (a®|e*|h*) || (b%|57) (a™|et|hT |m™|a*) || (b7 |dT|eT|FT|n*) || (fT g7 |iT|ET|1%) 1 1
9 17 32.69% 75 25 15 500 (d* |e*| F*[1*|m* |n*) || (a*|c*|h*|0*) || (g%|i*|k*) || (b*|57) (at|et|ht|m*|o*) || (5F|dt|et it |n) || (FFlgtit k) 1 1
1 25 48.08% 200 25 1000 (a’|b%[e"|d"[e*) || £ [ 7 [ h* || || 3* (| &7 [ 2 || m™ || n* || 0F  (eld|et|k7) || (alblg”) || £ | B* || &* || 5% | n* | m* || o™ || 1* 1 1
11 29 55.77T% 250 25 . .
12 30 57.69% 300 25 K(r,S,,S5_) Yalue of expressions inferred , [f only S, are available, iDME may learn an over-
13 17 32.69% 25 75 by IDME and iDGME , . .
14 20 38.46% =0 5 - | generalized DME, and the addition of S_ 1s very useful for
15 23 14.23% 75 75 , Bl
16 32 61.54% 200 75 learning DMEs.
17 34 65.38% 250 75 ~ : ]
& - 50 237 200 - " * With only S,, both our algorithm and the state-of-the-art
19 33 63.46% 200 100 o 0.8 algorithm can learn a DME that accepts all S, .
20 35 67.31% 250 125 15 . _ .
21 37 71.15% 300 150 < —— * The results learned by iDGME accept more S, and reject
22 35 67.31% 200 200 e IPeME more S_ than that of iDME. Namely, iDGME can learn
23 39 75.00% 250 250 | | I
24 43 82.70% 300 300 0 T . . 5 6 - s o expressions more accurately.

Conclusion

We provided an algorithm iDME to learn a DME from S, and S_ based on genetic approaches. We extended the
subclass DME to DGME which allows numeric occurrences, and developed the algorithm iDGME to learn a DGME.
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