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Word-level Robustness

Our Defense Method: Fight Perturbation with Perturbation (FPP)

An interesting phenomenon: 
Adversarial examples are everywhere but occupy a small ratio in the perturbation spaces!

Weak Robustness

Step 2: Random perturbation & voting (Based on weak 
robustness property, enhance the prediction result via the voting 
of random perturbations.) 

Step 1: Input perturbation (Destroy the subtle combination of 
attacker via perturbing.)  

Defense Results

 FPP achieves the highest robustness accuracy (Rob) on all three data sets and two different models. 
 FPP has a good trade-off between clean accuracy (Acc) and robustness (Rob).  

Word substitution alerts NN’s prediction, which can be 
especially dangerous in some applications like privacy 
detection and fake news detection.
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Fight Fire with Fire！ (以彼之道，还施彼身！)  
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