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What is blockchain consensus? In need of asynchronous consensus

Parties: a set of nodes (e.g, P_1, ...), some of which can be corrupted (e.g., P_4, ...); Async. Network Model. Asynchronous Consensus:
messages can be arbitrarily aim to preserve all security realize

Input: each party has a queue of transactions to process (called Transaction pool ; _ :
P party 9 P ( pool) delayed due to adversarial in an asynchronous network

Output: an ever-growing sequence of linearized transactions (called Ledger). Node A pata BAGEINEL ! Node B In adversarial network

= = Safet Liveness
pq X POOI=Z<X,y,W,..> Ledger = <x, y, 2, w...> P 1 X ’

Tx pool =<x,2,vy, ...> Blockchain Ledger =<x,y, z, W...> _ Packet loss Sync. Consensus % X

Tx_pool =<y, w, X, z, ...> Consensus Ledger = <x, y, z, W...> " P2 by router drop (e.g. Bitcoin, Ethereum)

P_3 :f[Ota”y c;.rder " P_3 By Partial-sync. Consensus / X
P 4 mi sbehave ransactions D:;a chket (e.g. PBFT, HotStuff)
Soruptec / Async. Consensus / 4
. . . ACK (e.g., Dumbo & this paper)
Security properties: ACK 19ss
by prefix hijack

* Safety: the honest nodes would output the same ledger; Robustness: async. consensus has both
Re-Sent > Safty and Liveness in an async. network;
ata packe

P_2

* Liveness: valid transactions eventually appear in the ledger.

. _ / Responsiveness: async. consensus
Fault Tolerance: both properties are preserved despite attacks of ACK closely tracks the actual network speed

corrupted parties. captures re-transmission of TCP/IP instead of network delay’s upper bound.

Progress & remaining efficiency hurdles

) 2016
A== g vmware
[FLP83]: [Rabin83][BenOr33] HoneyBadger [MXC+16]: Dumbo [GLT+20][GLL+22]:  Meta, VMware etc.
“Impossible”-- [CKPS01] etc. : first to realize linear both O(1) round and linear also commit to build
no deterministic “theoretical possibility” -- communication complexity; communication complexities; their own async.
async. consensus possibile via rand(.)n.n.zatlon but with slow 0(logN) rounds an order of magnitude faster! consensus
though with prohibitive cost
Bottlenecks: Latency breakdown of Dumbo (16 nodes) Execution flows of Dumbo [GLT+20] & Speeding Dumbo [GLL+22]:
latency = 2.4 sec latency = 8.8 sec broadcast-then-agreement
throughput = 4,594 tx/sec throughput = 47 620 tx/sec e
P MVBA gmp MVBA remaining / TX Dissemination "\ (Agreement
16.30% LR
RBC - RBC . . TPKE. N TPKE.
16.50% TPKE LW}SIR 27:40% e efficiency O—%[ encypt || L__Broadcast dMV(? A: T/ Decrypt
Ll i 50.4... hurdles ecidea |
Higher throughout, ‘ Y ,
but increased latency 22.20% < 7 Oﬁ ETnT;Et | \ Broadcast Cgumt?lﬁn O \ DTeF;Ir<yE|5t )
, (TPKE. ) | satisfying | TPKE.
Tension |: throughput Aurts latency, as agreement phase (MVBA) blocks Oﬁ Encypt | | Broadcast agiven | \_/ 7| Decrypt
broadcasts, thus wasting a lot of network bandwidth predicate |
| 9 | O—{ gy - Broadeas O o
Tension ll: liveness needs extra cost, e.g. threshold encryption (TPKE) ) . \ RN /. ‘
spends about 20% of whole latency Asynchronous Common Subset (ACS) |

Dumbo-NG: our novel asynchronous blockchain consensus

Fundamental question solved by Dumbo-NG: | Execution flow of Dumbo-NG (broadcast at full speed as agreement goes): . |
e | 1. each party starts an ever-growing broadcast to diffuse transactions (with fully utilizing bandwidth);
~ Can we push asynchronous consensus further to 2. a sequence of MVBAs concurrently run to solicit all completed broadcasts into the final output.
realize minimum latency, maximum throughput,
and guaranteed liveness, simultaneously? /~ TX Dissemination: multi-shot broadcasts N
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heavy cryptography ( J& m J@ m }@
LeastLatency | [ O rosteent £ O ot > UL i
Minimum and stable ¢ 7
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throughput continuously broadcast while agreement runs

Core of Dumbo-NG (next generation of Dumbo): " Agreement: repeated MVBAs h
« Parallelize broadcast and agreement 7 ~ () Ve ™~ e ™~
« Use MVBAs to ensure all broadcasts to totally order @ -

; (MVBA) (MVBA) (MVBA) L
-then- > -aside- O ~Or
agreement agreement \_ @\ /@\ /
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broadcast broadcast @ Agreement @ Agreement 909 Agreement [
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Evaluations in the wide-area global Internet

throughput, about only 10%
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Highlights of experiments: Tests in up to 64 nodes across 16 I(a?rnigfszdlgtg:g?:;)"t fron:b)l\lﬁlggér:;tlggt?o)&;rPS
« throughput more than 100k tx/sec different AWS regions in 5 continents - 7sec * [ 347%
for all scales. 4-8x over Dumbo, 2- Tt | 25
4x over Speeding Dumbo, and 2-3x = %g e e 5_ 20 >
over another very recent study Ballps s A g S s “e " ,
DispersedLedger (NSDI 2022) from N SR IR S5 W 11.63sec 141%
Stanford and MIT; e P W = S 49 9P - e , 94% ;Snn:rae::‘:a :tnlc"
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