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Motivation

Framework of Fed-EINI

O Vertical Federated Learning:
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* Each participant generates candidate sets of leaf nodes.
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O Interpretability

Parallel Calculation For Guest and Host

SecureBoost Fed-EINI
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Reasons for disclosing the meanings of features:

[ war Wwer 0 0 0 0 ] [ 1 0 1 1 0 0 ]

* judge the reasonability of Federated Al models. st o

if j € kaost(xHost) ]
otherwise

_ [S(j oS = {W(j,k) if j € kauest(xGuest)]
' ' 0 otherwise

[ Stage 2: Synchronization

 prove the compliance of models to business 1
regulators [1] wilost = [S(j’k): S(ik) = { )

O Challenges: disclosing the meanings of features,
data breaches, efficiency

[ Solution: additively homomorphic encryption,
confusion items, hidden secure decision paths

Fed-EINI : A Two-Stage Inference Algorithn

* Guest: encrypts and send all decision vectors to Host

* Host: merges decision vectors and takes the sum of

Key Observation: The prediction result of a tree them

can be expressed as the intersection of results of the
sub-models held by all parties.

Algorithm 1 Fed-EINI: an efficient and interpretable infer-
ence framework.
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Set [q] = 0.[Sk] =0
fork=1,--- , K do
Stage 1: Parallel Calculation
Guest&Host:Load parameters of fEu=t or fHe=t;
Guesti-Host:generate W=t or TWH=* for pGust

or zHest during tree search according to equation(8)(9);

M

fie (x™)
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Fed-EINI: compute the candidate sets of each party
2 (x™) locally, and securely compute the inference
results

fr(x) = wj k), where j €

Stage 2: Synchronization
Guest: Encrypt and push [W %] to Host;
Host: Pull [Wi._,] from Guest:
Host: [Si] = {1, [WEu=t] o West);

end
K

Host: Push value [3] = % [5:] to Guest;
k=1

Guest: Decrypt and get the prediction g;
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O Security & Interpretability :
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in parallel based on its local splitting condition and local :
data 500

* One-Round Communication; The inference of each tree 0% 50% 0%

only needs to communicate once at last layer. Subset Scale
O Accuracy Metrics:
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Conclusions

* Conduct numerical experiments with the proposed Fed-
EINI and the multi-interactive framework (SecureBoost|[?2
as representative).

[ disclose the meaning of features while hidden
decision path

[ achieve the same security as existing framework
with semi-honest assumption
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