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Experimental Results
 Comparison with self-supervised learning 

methods

 Comparison under multiple batch sizes

 Comparisons with different data 
augmentations

Margin-Injected Meta Feature 
Augmentation

 Meta feature augmentation generator (MAG)
• Leverages second-derivative technique to update 

the parameters with respect to the improvement 
of the contrastive learning 

 Margin-injected regularization 
• Injects a margin to encourage MAGs to generate 

anti-collapsed augmented features

Motivation
 Contrastive learning heavily relies on informative 

features, or “hard” (positive or negative) features
• Early works include informative features by 

applying complex data augmentations or adopting 
large batch size or memory bank

• Recent works design elaborate sampling 
approaches to explore informative features

 Learning anti-collapsed feature augmentation

To this end, we propose to directly augment the 
features in latent space by using the anti-colapsed 
feature augmentation, thereby learning 
discriminative representations without a large 
amount of input data.

Contrastive Learning Preliminaries
 Contrastive loss formulation

• : a set of pairs randomly sampled from
• : a positive pair
• :     negative pairs,
• : a discriminating function

 The contrastive loss guides the learned features 
to bring positive pairs together and push 
negative pairs farther apart.

Optimization-Driven Unified Contrast 
 Jointly contrasts all features in one gradient 

back-propagation step
 Emphasizes the weight to the similarity that 

deviates from the optimum and decrases the 
weight to the similarity having close proximity 
with the optimum
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